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Intracortical microstimulation (ICMS) is a powerful tool to investi-
gate the functional role of neural circuits and may provide a means
to restore sensation for patients for whom peripheral stimulation is
not an option. In a series of psychophysical experiments with
nonhuman primates, we investigate how stimulation parameters
affect behavioral sensitivity to ICMS. Specifically, we deliver ICMS to
primary somatosensory cortex through chronically implanted elec-
trode arrays across a wide range of stimulation regimes. First, we
investigate how the detectability of ICMS depends on stimulation
parameters, including pulse width, frequency, amplitude, and pulse
train duration. Then, we characterize the degree to which ICMS
pulse trains that differ in amplitude lead to discriminable percepts
across the range of perceptible and safe amplitudes. We also in-
vestigate how discriminability of pulse amplitude is modulated by
other stimulation parameters—namely, frequency and duration.
Perceptual judgments obtained across these various conditions will
inform the design of stimulation regimes for neuroscience and
neuroengineering applications.

neuroprosthetics | psychophysics | brain–machine interfaces | threshold |
just noticeable difference

Intracortical microstimulation (ICMS) is an important tool to
investigate the functional role of neural circuits (1, 2). In a fa-

mous example, microstimulation of neurons in the middle tem-
poral area was found to bias the perceived direction of visual
motion stimuli, causally implicating these neurons in the compu-
tation of visual motion direction (3). Experiments with ICMS of
somatosensory cortex showed that changing the frequency of
stimulation elicited discriminable percepts, demonstrating that
temporal patterning of cortical responses has perceptual correlates
(4). Building on the success of these and other studies, ICMS has
been proposed as an approach to restore perception in individuals
who have lost it, for example in visual neuroprostheses for the blind
(5, 6) or somatosensory neuroprostheses for tetraplegic patients
(7–11). In the present study, we sought to characterize the psy-
chometric properties of ICMS delivered to primary somatosensory
cortex (S1) across a wide range of stimulation regimes. In psy-
chophysical experiments with Rhesus macaques, we first measured
the detectability of ICMS pulse trains and assessed its dependence
on a variety of stimulation parameters. We then measured the de-
gree to which animals could discriminate pairs of ICMS pulse trains
that differed in amplitude. In both the detection and discrim-
ination experiments, ICMS parameters—amplitude, pulse width,
pulse train duration, and pulse train frequency—spanned the range
that is detectable and has been typically deemed safe (12–14). Re-
sults from the present experiments will inform the design of future
studies involving ICMS as well as the development of sensory
encoding algorithms for neuroprostheses.

Results
We trained two monkeys to perform two variants of a two-
alternative forced-choice (2AFC) task: a detection task and a
discrimination task. In both tasks, the animal was seated in

front of a computer monitor that conveyed information about the
trial progression (Fig. 1 A and B). Each trial consisted of two
successive stimulus intervals, each lasting 1 s and indicated by the
appearance of a circle on a visual monitor, separated by a 1-s
interstimulus interval during which the circle disappeared (Fig.
1B). In the detection task, the animal indicated which of the two
intervals contained the stimulus by making a saccade to a left or a
right target. In the discrimination task, the animal indicated which
of two intervals contained the more intense stimulus by making a
saccade to a left or a right target.
ICMS was delivered through a Utah electrode array (UEA;

Blackrock Microsystems Inc.) implanted in the hand representa-
tion of area 1 and a floating microelectrode array (FMA; Micro-
probes for Life Science) in the hand representation of area 3b
(Fig. 1 C and D). UEAs comprise 96 electrodes, 1.5 mm in length
and spaced 400 μm apart, with tips coated with an iridium oxide
film, and the FMAs comprise 16 electrodes, 3 mm in length and
spaced 1.2 mm apart, with tips coated with an activated iridium
film. ICMS consisted of symmetrical biphasic pulse trains de-
livered through a 96-channel constant-current neurostimulator
(CereStim R96; Blackrock Microsystems Inc.).

Detection. In addition to pulse amplitude, several stimulation pa-
rameters are known to affect the detectability of ICMS, including
(but not limited to) pulse width, pulse frequency, and pulse train
duration. As might be expected, increases in all three of those
parameters led to higher sensitivity, as evidenced by leftward shifts
in the psychometric functions and lower detection thresholds,
defined as the current amplitude required to achieve 75% correct
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performance on the task (Fig. 2 A–C). First, for 1-s-long, 300-Hz
ICMS, increases in pulse width (from 50 to 400 μs) led to signifi-
cant decreases in detection threshold [Fig. 2A, Friedman test, χ2
(3, 21) = 22.95, P < 10−4] as might be expected given that wider
pulses lead to higher charge injection (in the cathodic phase) when
other stimulation parameters are held constant. However, signifi-
cantly more charge was required to reach threshold for longer
phases [Fig. 3A, Friedman test, χ2(3, 21) = 18.45, P < 0.001], which
likely reflects a progressive increase in sodium inactivation (15).
Second, with all other parameters held constant, detection thresh-

olds also decreased significantly as ICMS frequency increased but
leveled off at 250 Hz [Fig. 2B, Friedman test, χ2(4, 44) = 37.27,
P < 10−6]. Interestingly, the range over which increases in fre-
quency lead to improved detection performance is considerably
wider for primate somatosensory cortex than for rodent auditory
cortex, where thresholds level off at 80 Hz (16).
Third, we found that detection thresholds decreased as pulse

train duration increased, leveling off at ∼200 ms [Fig. 2C, Fried-
man test, χ2(3, 9) = 10.2, P < 0.05], as we (and others) have
previously reported (8). In other words, if a stimulation regime is
imperceptible after 200 ms, it will remain so no matter what its
duration, which sheds light on the time course over which ICMS is
integrated for detection.
Fourth, we wished to determine the degree to which the ob-

served increase in sensitivity with increases in frequency simply
reflected the concomitant increase in the total number of pulses
delivered (17, 18). To this end, we had the animals perform the
detection task with pulse trains that varied in both frequency and
duration, with other parameters held constant (Fig. 2D). We
found that detection performance was dependent on both fre-
quency and duration. On the one hand, the duration to achieve
criterion performance significantly decreased as frequency in-
creased [Friedman test, χ2(4, 24) = 26.63, P < 10−4]. On the

other hand, the number of pulses required to reach threshold
significantly increased as frequency increased beyond 100 Hz [Fig.
3B, Friedman test, χ2(4, 24) = 23.89, P < 10−4]. In other words,
sensitivity was not completely determined by the number of pulses
delivered: fewer pulses were required to achieve threshold at
low frequencies.
Finally, we investigated whether pulse width and frequency in-

teract in determining detectability. We found that, though thresh-
olds (expressed in charge per phase) were lower for short pulses,
this difference disappeared at high frequencies (Fig. 3C).
In summary, the lowest thresholds, as measured in current

amplitude, are achieved with long pulse widths and higher fre-
quencies (Fig. 2 A and B). However, the most efficient stimulation
in terms of threshold charge is achieved with short pulses and low
frequencies (Fig. 3 A and B).
Overall, thresholds reported here were largely overlapping with

those obtained in previous studies (19). In one study investigating
detection of ICMS of S1 (targeting primarily area 2), detection
thresholds were found to range from 5 to 40 μA (20). In primary
visual cortex, detection thresholds typically range from 5 to 15 μA,
and thresholds have been found to be relatively consistent across
visual areas (21).

Discrimination. To fully characterize the perceptual properties of
ICMS, we need to measure not only how detectable pulses are, but
also how discriminable they are from one another. Romo et al. (4)
showed, in a landmark study, that primates could distinguish
changes in ICMS frequency, which ostensibly were associated with
changes in the perceived frequency of artificial tactile flutter (22).
Here, we sought to estimate the degree to which primates could
distinguish changes in ICMS amplitude, which are associated with
changes in perceived intensity (8). To this end, we had animals
perform an amplitude discrimination task in a 2AFC paradigm
(Fig. 1B), from just above detection threshold (30 μA) to 100 μA
(12, 14). We then estimated the just noticeable differences (JNDs)
from their performance on the task (based on a criterion of 75%
correct performance). Furthermore, we assessed the dependence
of JNDs on two other stimulation parameters—namely, ICMS
frequency and duration (Fig. 4).
First, we found that JNDs obtained from areas 3b and 1 were

indistinguishable [with matched polarity, in this case anodal, t(30) =
0.400, P = 0.692], as we have shown detection thresholds to be (8).
Second, JNDs were relatively constant over the range of ampli-

tudes tested (Fig. 4A). Trials with the 30-μA and 100-μA standards,
run with anodal phase-leading pulses, were interleaved in the same
experimental blocks using the same set of electrodes (eight each in
areas 1 and 3b) and yielded statistically indistinguishable JNDs
(signed rank test, P = 0.278). JNDs obtained with the 70-μA standard,
run with cathodal phase-leading stimulation, were significantly lower
than those measured with the 30- and 100-μA standards [t(39) = 2.44,
P = 0.02], as might be expected given that cathodal phase-leading
stimulation yields better sensitivity (16, 23). In fact, detection
thresholds with cathodal and anodal phase-leading stimulation
differ on average by ∼10 μA, which matches the observed difference
in JNDs between the 70- and 30/100-μA standards.
Third, in contrast to detection, discrimination performance

was largely independent of stimulus frequency [Fig. 4B, Fried-
man test, χ2(3,24) = 6.73, P = 0.08].
Fourth, discrimination performance improved as stimulus du-

ration increased (Fig. 4C), leveling off at durations of ∼300 ms.
Thus, ICMS seems to be integrated over slightly longer time scales
for discrimination than for detection (cf. Fig. 2C). Similar time
scales have been observed in a tactile discrimination task (24),
suggesting that information about artificial touch is integrated over
a similar time scale as is information about natural touch (25).
Note that discrimination performance was near chance with 50-ms
stimuli (Fig. 4C) because these were barely detectable (Fig. 2D).

Fig. 1. Experimental design. (A) Experimental setup. (Inset) Temporal pro-
file of ICMS pulse trains. (B) Trial structure in the two-alternative forced-
choice tasks. The red-dotted circle denotes the animal’s point of gaze.
(C) Chronically implanted electrode arrays for one of the two monkeys: one
UEA was implanted in area 1 (green) and two FMAs were implanted in area
3b (yellow). (D) The UEA and the anterolateral FMA impinged on the hand
representation in S1 (the other FMA impinged on the proximal limb repre-
sentation and therefore was not used in the behavioral experiments).

Kim et al. PNAS | December 8, 2015 | vol. 112 | no. 49 | 15203

N
EU

RO
SC

IE
N
CE

EN
G
IN
EE

RI
N
G

SE
E
CO

M
M
EN

TA
RY

D
ow

nl
oa

de
d 

at
 P

al
es

tin
ia

n 
T

er
rit

or
y,

 o
cc

up
ie

d 
on

 J
an

ua
ry

 3
, 2

02
2 



www.manaraa.com

Discussion
Constancy of JNDs. JNDs were approximately constant over the
range of standard amplitudes tested, which stands in contrast
to what is observed with natural stimulation of peripheral re-
ceptors across all modalities. Indeed, natural sensory modali-
ties approximately obey Weber’s law, which states that JNDs
will increase linearly with increases in standard amplitude (26).
As originally formalized by Johnson (27, 28), the relationship
between JNDs and standard amplitude is determined by the
rate–intensity function, which describes how the mean re-
sponse rate of the activated neuronal population changes as the
amplitude changes, and the variance–rate function, which de-
scribes how the response variance changes as the mean rate
changes (29, 30). If these two functions are described as power
functions with exponents p and q, respectively, the JND should

be related to the standard amplitude I according to the fol-
lowing equation (29, 30):

JND∝ Iω, [1]

where

ω= 1− p+ pq=2. [2]

With natural input (namely, mechanical stimulation of the
hand), rate is a decelerating function of amplitude (0 < P < 1)
(31, 32), whereas the variance is approximately linear with rate
given Poisson firing (q ∼ 1), which leads to the observed increase
in JNDs with standard amplitude. Our results imply a different
relationship between p and q, one that leads to a ω that is ∼0,
suggesting that p is greater than q. In other words, our behavioral

Fig. 3. (A) Threshold charge per phase from the pulse width manipulation. (B) Threshold number of pulses from the duration and frequency manipulation.
(C) Threshold charge per phase from the pulse width and frequency manipulation.

Fig. 2. Dependence of detectability on stimulation parameters. (A) Pulse width (28,126 trials from 13 electrodes). (B) Pulse train frequency (47,497 trials from
12 electrodes). (C) Pulse train duration (13,337 trials from four electrodes). (D) Pulse train duration and frequency (21,198 trials from 12 electrodes). ICMS
amplitude was 40 μA.
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results suggest that the interrelationships among stimulus ampli-
tude, population firing rate, and neuronal noise are fundamentally
different with natural and electrical stimulation, a prediction that
can be validated once reliable measurements of ICMS-evoked
population firing rates can be obtained.

Effects of Frequency. That changes in pulse frequency had little im-
pact on amplitude discrimination does not imply that changes in this
parameter do not have sensory consequences. In fact, increases in
frequency likely cause two perceptual changes: an increase in per-
ceived magnitude and one in perceived frequency (33). The impact
on perceived magnitude is evident from the detection experiments,
which showed that animals are more sensitive at higher frequencies.
Though we did not test whether changes in frequency actually cause
a change in perceived magnitude, results from experiments with rats
(34) suggest that they do. The qualitative sensory consequences of
changes in frequency were demonstrated in experiments that showed
that monkeys that were trained to discriminate the frequency of skin
vibrations could discriminate pulse frequency with frequencies below
50 Hz (4). Whether changes in ICMS frequency are discriminable at
higher frequencies remains to be determined. However, some evi-
dence suggests that the frequency of skin vibrations is encoded in the
phase-locked responses of a subset of S1 neurons up to at least
800 Hz (31). The elicitation of phase-locked responses through
ICMS, at least in this subpopulation of neurons, might thus result in
an oscillatory percept the frequency of which will be determined by
pulse frequency (as is the case with low-frequency ICMS).
At first glance, it may be surprising that ICMS thresholds

decrease with frequency over a wider range in somatosensory
cortex (up to ∼250 Hz) than in auditory cortex (up to 80 Hz) (16)
given the much wider bandwidth of audition relative to touch.
However, though the basic structure of these two sensory corti-
ces is similar (35), differences in their microcircuitry have been
reported (36, 37). Furthermore, rodents can more readily detect

very short asynchronies in ICMS pulses (delivered through two
electrodes) when these are delivered to somatosensory cortex than
to auditory cortex (38), suggesting that somatosensory cortex is
more sensitive than auditory cortex to small differences in neural
timing (on the order of 1–3 ms). Though they reflect a different
aspect of perception, our findings are generally consistent with
these previous neurophysiological and behavioral findings.
In the experiments described here, stimuli consisted of periodic

pulse trains, which evoke unnaturally regular and periodic responses
in the activated neuronal populations. Some evidence suggests that
mimicking natural temporal patterns of activation through ICMS
may be more efficient at evoking percepts. For example, simply in-
troducing irregularity in the pulse trains (while keeping their overall
frequency constant) yields more detectable percepts, perhaps be-
cause irregular spiking is more biomimetic than regular spiking (39;
but see ref. 40 for counterevidence). A compelling example of how
biomimetic patterning might modulate the efficiency of ICMS is
provided by Kimmel and Moore (41), who delivered stimulation to
the frontal eye fields (FEF) and showed that pulse trains whose
frequency ramps up—thereby more closely mimicking the natural
activation of FEF neurons—are more effective at evoking saccades
than flat, decelerating, or randomly varying ones. Nonetheless, when
evaluating the effect of temporal patterning on detectability, it is
important to assess the degree to which the differential efficiency of
different temporal patterns can be attributed to fluctuations in fre-
quency or whether it reflects a sensitivity to other aspects of the
temporal patterning (33).

Implications for Neuroprosthetics. That mean JNDs hover around
30 μA suggests that only two perceptually discriminable steps are
achievable over the range from 30 μA (approximate absolute
threshold) to 100 μA (maximum amplitude used), and the number
of steps decreases if lower ICMS frequencies are used, by virtue of
the fact that absolute thresholds go up as frequency decreases

Fig. 4. Dependence of discriminability on stimulation parameters. (A) JND as a function of standard amplitude (20,052 trials from 16 electrodes). ICMS is at
300 Hz. (B) JND as a function of pulse train frequency, with a 70-μA standard (15,295 trials from nine electrodes). (C) JND as a function of pulse train duration,
with a 70-μA standard (17,307 trials from nine electrodes).
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below about 250 Hz (Fig. 2B). The decision to cap stimulation
amplitude at 100 μA was motivated by the finding that stimulation
up to this amplitude has been shown to have a negligible effect on
the electrode–tissue interface (12) or on the neuronal tissue itself
(14). Whether higher currents can be safely used chronically re-
mains to be tested, but extending the range of amplitude would be
a straightforward way to increase the dynamic range of artificial
touch. That two discriminable increments of amplitude are achievable
between threshold and the maximum amplitude tested (100 μA)
severely limits the ability to convey sensory information by mod-
ulating amplitude. The dynamic range might also be improved by
delivering more biomimetic stimulation patterns (39, 41) or by
delivering stimulation through multiple electrodes simultaneously
(20, 42), both of which are liable to result in higher sensitivity.
One might ask what range of pressure levels two JNDs might

span. In parallel psychophysical experiments, we trained animals
to discriminate changes in indentation depth and found the
psychometrically equivalent dynamic range for mechanical
stimuli to be up to 1.5 mm for one animal and 2.5 mm for the
other (8). This equivalence is by no means well-defined given the
strong dependence of the perceived intensity (and thus perceived
pressure) of skin indentations not just on the magnitude of the
pressure but on its rate of change (43–45). However, this com-
parison provides an order of magnitude approximation that can
be refined as more sophisticated models linking pressure and its
derivatives to perceived intensity are developed. The mapping
between pressure and perceived intensity could in principle be
derived by combining models that characterize the relationship
between perceived intensity and afferent responses (46) with
models that simulate populations’ responses to arbitrary spa-
tiotemporal skin deformations (47–50). In any case, ignoring
the dynamical component of mechanically induced sensations,
peak ICMS-evoked sensations correspond to those evoked by
200–600 kPa exerted on the skin (estimated from ref. 51).
An important constraint on ICMS in bidirectional brain–

machine interfaces is the need to decode motor signals from one
neuronal population while simultaneously electrically stimulating
another (7, 52). Electrical artifacts produced by the stimulation
pulses, which degrade decoding performance, can be reduced but
not completely eliminated. Thus, low-frequency stimulation, re-
sulting in fewer artifacts, will lead to better decoding performance.
It is therefore unfortunate that low-frequency ICMS results in
substantially lower sensitivity. To mitigate this problem will require
the development of hardware that minimizes the duration of the
artifacts and of algorithms that compensate for them (53–55).

Materials and Methods
Animals and Implants. Procedures were approved by the University of Chicago
Institutional Animal Care and Use Committee. Each of two male Rhesus
macaques (Macaca mulatta) 6 y of age, ∼10 kg in weight) was implanted with
three electrode arrays: one UEA (Blackrock Microsystems) and two FMAs
(MicroProbes for Life Science). The UEA, implanted in the hand represen-
tation of area 1, consists of 96 electrodes with 1.5-mm-long shanks, spaced
400 μm apart and spanning a 4 × 4-mm area. The electrode tips are coated
with a sputtered iridium oxide film using a standard process (56, 57). The
electrode shaft is insulated with Parylene C along its length, with the ex-
ception of the tip, which has a targeted exposure length of 50 μm. Electrode
impedances were measured to be between 10 and 80 kΩ before implanta-
tion. The two FMAs were implanted flanking the UEA and impinged on area
3b. Each FMA spans a 2.5 × 1.95-mm area and consists of 16 iridium elec-
trodes with 3-mm-long shanks spaced 400 μm apart and insulated with
Parylene C along their length, with the exception of the tip, whose surface
area was nominally identical to that of the UEAs and was coated with an
activated iridium oxide film (58, 59). We had specified electrode lengths of

3 mm based on our previous experience that the distal digit representation
in area 3b lies at that depth. We mapped the receptive field of each electrode
by identifying which areas of skin evoked multiunit activity (monitored
through speakers; Fig. 1D). That our receptive fields on the FMAs were ex-
clusively cutaneous and located at or near the tip of the finger indicates that
these electrodes were impinging on area 3b. Only the FMA that impinged on
the hand representation was used in the stimulation experiments (the other,
more medial and posterior one, impinged on the arm representation in both
animals). Stimulation pulses were delivered using a 96-channel constant-
current neurostimulator (CereStim R96; Blackrock Microsystems).

Behavioral Tasks. Animals were seated at the experimental table facing a
monitor, which signaled the trial progression (Fig. 1A). Each trial comprised two
successive stimulus intervals, each indicated by a circle on a video monitor,
lasting 1 s, and separated by a 1-s interstimulus interval during which the circle
disappeared (Fig. 1B). Animals responded by making saccadic eye movements
toward a left or right target and were rewarded with water or juice for correct
responses. Unless otherwise specified, pulse width was 200 μs, frequency was
300 Hz, and duration was 1 s. The interphase interval was always 53 μs, the
minimum interphase delay achievable with the neurostimulator (see Table S1
for summary of experimental manipulations and respective sample sizes).
Animals had been trained on mechanical versions of each task, with stimuli
consisting of mechanical indentations of the skin, delivered with a custom-
made stimulator that can be controlled with micron precision (8).
Detection. On each trial, ICMS was delivered in one of two consecutive stimulus
intervals, and the animal’s task was to indicate which interval contained the
stimulus by making a saccade to one of two visual targets (Fig. 1 A and B). In
different experimental blocks, we investigated the effects of pulse width (50–
400 μs), frequency (50–1,000 Hz), and pulse train duration (2–1,000 ms) on the
animals’ ability to detect stimuli varying in amplitude. We also studied the
interaction between frequency and duration by varying these two parameters
while keeping the pulse amplitude fixed at 40 μA as well as the interaction
between pulse width and frequency using the range of amplitudes. Polarity
was cathodal phase-leading in experiments with the UEAs and anodal phase-
leading in experiments with the FMAs. The difference in polarity is due to the
timing of the experiments: Experiments with FMAs were carried out shortly
before those with UEAs. We realized that the stimulation polarity was re-
versed relative to the standard (cathodal phase leading) and changed it for
subsequent experiments. However, though sensitivity to anodal phase-leading
pulses was lower than that with cathodal phase-leading pulses, polarity did
not modulate any of the observed effects (Fig. S1). In other words, though
thresholds were higher for anodal than for cathodal phase-leading ICMS, the
dependence on the tested stimulation parameters was the same for both. Each
manipulation was repeated with multiple electrodes to gauge the generality
of our results. For each condition and electrode, we computed the detection
threshold using 75% accuracy as a performance criterion.
Amplitude discrimination. On each trial, two ICMS pulse trains were presented
sequentially, and the animals’ task was to indicate which of the two was more
intense. A standard stimulus, whose amplitude was either constant throughout
the block or took on one of two values, was paired with a comparison that
varied over a range. In one experiment, the standard amplitude was 30 or
100 μA, and comparisons ranged from 30 to 100 μA (excluding the standard
amplitude). Trials with the 30- and 100-μA standards were interleaved so the
animal would have to pay attention to both intervals to perform the task
correctly. On these blocks, stimulation consisted of anodal phase-leading
pulses. In another experiment, in which the standard amplitude was 70 μA, we
varied ICMS frequency (from 50 to 500 Hz) or pulse train duration (from 50 to
1,000 ms). In those conditions, the frequency or duration was the same for both
intervals but varied randomly from trial to trial. In these experiments, stimulation
consisted of cathodal phase-leading pulses. For each condition and electrode, we
computed the discrimination threshold (or JND) using 75% accuracy as our
performance criterion. Conditions with the 70-μA standard yielded two esti-
mates of the JND, corresponding to 25% and 75% of judgments of the com-
parison as more intense than the standard. These two estimates were averaged.
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